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Abstract 
 

I will describe the current state of parallel programming models for GPUs for users of C++, 

Fortran and Python, with examples relevant to computational chemistry and physics.  The 

newest features here are support for ISO language parallelism, based on C++17 and Fortran 

2008, along with multi-GPU support for Numpy.  The other options include directives 

(OpenMP and OpenACC), which support Fortran, C and C++, and CUDA, which has support 

in Fortran, C, C++ and Python.  Because the range of choices can be overwhelming, I’ll 

compare all of them for simple operations to demonstrate the tradeoffs in performance and 

portability/productivity.  I’ll conclude with some results with the results for the quantum 

many-body methods known as coupled-cluster theory found in NWChem. 
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